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3.0 OBJECTIVES

After reading this unit, you will be gbleto:

e undergtand the definition of information retrieva sysems,

e know the theoreticad foundation and models of information retrieva systems;
e (et yoursef acquainted with design and operation of IRS; and

e explain the method of searching information from IRS.

3.1 INTRODUCTION

It was Calvin Mooers who in 1950 coined the term “information retrieva” and
described it as “searching and retrieva of information from storage according to
specific subject.” The word retrieval means to discover and bring to the notice of
the usersthe documentsin which information isembedded. Again B.C. Vickery has
described it as* retrievd isessentially concerned with the structure of the operation
of the device to sdlect documentary information from the store of information in
response to several questions’

The retrieva systems are usudly in agtate of continuous gradua revision; data are
added or withdrawn; new index pointsinserted; syndetic relationship changed. The
development of effective retrieva technique has been the core of IR research for
more than 30 years. Nowadays multimedia indexing and retrieva techniques are
being deve oped to accessimage, video and sound database without text descriptions.
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Theinformation retrieva system is certainly not anew concept; it isan integra part
of the communication process, a direct outgrowth of the desire anong men to
communicate with eachother.

e The dasdfication of retrieva techniques that has been proposed by Hicholas
Belkin and Bruce Croft are:

Retrievd Technique
/\

Exact Partial
Match Match

| ndividual Network

Feature
Based

Structure

Based Cluster

Spreading
Activation

Browsing

Logic Graph  Formal Ad hoc

Vector
Space

Probabilistic Fuzzy set

Fig. : Classification of Retrieval Techniques

Bdkin and Croft digtinguish between exact and partid match techniques. Exact
meatch techniquesare currently in usein most of the conventiond IR systems. Queries
are usudly formulated using Boolean expression and the search patterns within the
query have to match with exactly the text representation of the document to be
retrieved. Partid match retrieva technique as opposed to exact match technique is
categorisad into individua and network. Individua techniques search Sngle document
nodes without consi dering the document collection asawhoale. In the feature-based
techniques, documentsare represented by sets of featuresor index terms. Theindex
can be ether defined manudly or be computed automaticaly. In structure-based
techniques, documents are represented in a more complicated structure than just a
st of index terms as used for the feature based techniques.

In network based methods, the set of dl documents and their relationship are used
to find the most relevant documents. With this method, the technique query. In
clustering, most smilar documents are clustered together and al documents are
grouped into a cluster hierarchy until a ranked list of lowest level clusters are
produced. Spreading activation is Ssmilar to browsing. From the start nodes, other
nodes connected to that node are activated. Activated nodes then propagate or
spread themselves through the network.

Theoreticdly thereisno congtraint on thetype and structure of theinformation items
to be stored and retrieved with the information retrievd (IR) system. Until recently
information retrieval sysems were limited to searching texturd informeation. Gerard
Sdton has defined an information retrieval system as a* system used to store items
of information that need to be processed, searched, retrieved, and disseminated to
various user populations.”

Accordingto Alken Kent , any information retrieval system entailsaseriesof processes
or steps, which are asfollows:



i) Andydssinvolving perusal of the record and the sdlection of point of view (or
andytics).

i)  Terminology and subject heading control involving establishment of somearbitrary
relationships among, ‘andytic’ in the system.

i) Recording the results of analysis on a searchable medium.

iv) Storage of records or source documents, involving the physica placement of
the record in some location.

V) Question andysis and development of search Strategy involving the expression
of aquestion or a problem.

vi) Conducting of search involving the manipulation or operaion of the search
mechanism in order to identify records from thefile.

vii) Delivery of results of search involving physica remova or copying of arecord
fromfiles

Thus, any information retrieva system has three components - input, process and
output. The storing of information is the input component. Generally the search or
retrievd of information from the information retrievd system is through a query
processing sysem. The information stored in the system is indexed using some
indexing technique using key words. The processing system matches the key words
of the query language with that of the key words under which the information items
have been indexed. The matching resultsinto the response output which may bethe
answer to the user in response to his request or search for information.

3.2 THEORETICAL FOUNDATIONS

The development of various techniques to retrieve information has been a mgor
area of research interest and has been renewed from time to time through greater
emphass on computerised information retrieva systems. The examples of early
theoretical gpproaches to are classification theory; linguitic theories in the context
of automatic indexing; psychologica approaches and the early structurd model's of
Fairthrone and others. Any information retrieval system is based on some theory.
Theory isasat of sentencesin aforma language with afew powerful axioms, some
gpecia rulesof inference and arich body of true theoremsthat capturesthe essential
phenomena and concepts. Taking “theory” in its widest sense, any one setting up a
retrievd sysem must have some theory relating to the function of the system. In
absence of any genera accepted theory, any formulation that appears to ded with
or relate to any part of the storage and retrieva processis potentidly a part of the
theory of information retrieva.

Swetsregarded theretrieva process as having two stages. In responseto areques,
the system firg ca culatesfor each items of information the value of search functions.
This function discriminates between rdevant and non-relevant information because
its digtribution for relevant information is different from that for non- relevant one.
The systemn then selects those items whose match va ues are highest or higher thana
certainthreshold. The classfication of retrieva technique aspart of theory isaready
discussed in the introduction of this Unit.

Asearly as 1963 Swets devel oped an eva uation model based on statistical decision
theory. The first book on the theory concerning information appeared in 1961
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describing the principles of index construction or subject description of documents.
Themost important gpplication of aconcept fromlogic wasthe gpplication of Boolean
latticesto logica combinations of descriptors. Another important devel opment was
Shannon’ sinformetion theory to indicate desirable statistical characterigtics of index
terms. There have been theoretical gpproaches to IR from the viewpoint of the
function or functionswhich the system performs. The performance of asysem must
be explicitly stated in any theory. While any retrieval system must be based on some
theory of retrievd, suchimplicit theories are extremely difficult to extract or andyse.
Even some explicitly formulated theories are formulated in such generd terms, with
such loose connection between the theory and system design, that they are difficult
to evaluate. There are theories rdlating to the relevance feedback and manipulation
of wideterms. The“Weighing function” formation ‘ of Robertson and Sparck Jones
can be mentioned. Then concerning the indexing and retrieva effectiveness the
important theoretical contributions are by Marton, Kuhns and Cooper. the
probabilistic and utility theoretic indexing by them isworth whileto mention. Sdtons
theory of indexing is another important theoretical development in the field of
information retrievd. Attemptsare oninthedirection of building an integrated generd
theory of information retrieva.

3.3 MODELSOF INFORMATION RETRIEVAL
SYSTEMS

1.3.1 ModelsBased and Input and Output

Different models of information retrieva system can be recognized, based on input
and output aspects. We can group them into 4 basic modelsviz.

1) DataRetrieva Modd

2) Information Retrievd Modd
3) Knowledge Retrieval Modd
Data Retrieval M odel

A data retrieval mode cdls for the organizationd structure of the content (data)
based on various criteriasuch as, propertiesof population, clustersand other entities.
A dataretrieval modd essentiadly handles data which can be taken as unprocessed
information. Thereareanumber of economicsreaed dataretrieva sysemsproviding
varioustypesof socio-economic data. Thecensusisadataretrieva sysem. Smilarly,
data available from nationa survey organisations and centrd Satistica organization
can betakento be anumericd datasystem. Theinformation retrieval systemsbased
on dataa o retrieve information. The expresson of information, thus, needsbevery
precise. In this context the data retrieval model does asmple model of information
retrieva need specific matching technique, viz., a taxonomic structure of various
entities involved and their properties.

Information Retrieval M oddl

Information isdata processed and oriented to apurpose. It actually combines severd
data into a relaiona structure. Information retrieva is, therefore, a more complex
modd. It hasto comprehend generdly multidimensiond rdationship. Itisnot amenable
eadly to ataxonomic structure. The representation of information may be based on



arelational database structure using some associative mathematics. The expresson
of information need is complex and time consuming. It draws out for a long
conversationa or browsing process and the informationa retrieval model must
incorporate such facilities of interfaces.

A digtinction is made between data retrieval and information retrieva. In practice
the digtinction is one of degree rather than kind . Figure 2, shows a spectrum of
various atributes of data retrieva and informetion retrieva:

Information Retrieval Data Retrieval
Retrieval models
Probabiligtic < > Determinigtic
Indexing
Derived from con'[ents< > Complete items
< Matching/Retrieva >
Partial or Best match Exact match
Query language
Natural > Artificia/structured
Reault criteria
Relevance < > Any match
Query specification
Complete < > Incomplete
Items wanted
Relevant < > Matching

Error response

< >

Insengtive Sendtive

Fig. 2: Information Retrieval/Data Retrieval Spectrum

In information retrievd, the underlying modd of providing access to information is
probabiligtic. It isconcerned with such subjective and indeterminate i ssues aswhether
(and to what degree) adocument satisfiesauser’ sneed for information i.e. whether
itisrdevant for that user’ srequest. Dataretrieva on the other hand is determinigtic
with regard to retrieva operations. Mogt information retrieval systems derive their
index e ement from the content of theitems. The derivation may be smpleextraction
(such asextracting key wordsfrom atext), inferentid extraction or it may beintdlectud
andyds and assgnment of index items. In data retrievd, the dement itsdf, in its
entirety, istheindexing unit. Obvioudy thisspectrumisnot redly smooth or continuous
snce both types of indexing may be present within the same system.
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In the actud retrieva, the dgorithms used for matching the query and the index
elements are based on the particular retrieval modd. Information retrieval mode
leads us to a class of retrieval dgorithms that are probabilistic in nature, and may
involvetheactud caculation of probabilitiesand use of Satistica inference methods,
or may take another gpproach based on another modd of the document space
(such as Sdton's vector space moddl), They attempt to find dl of the potentia
(partid) matches between query and document and to rank them based on some
mesasure of “goodness’ so that the best matches receive the highest rank . The data
retrieva dgorithmsare determinigtic, and therefore demand an exact match between
the query specification and the contents of the database.

The queries in information retrieva systems are commonly expressed as a natura
language statement of the searcher’s needs for information. These queries are
inherently imprecise and may be ambiguous in many cases. In data retrievd, the
query isusudly expressed in some sort of structured query language with precise
syntactic and semantic characterigtics. The query types, thus, reflect the underlying
model of theretrieva system.

Knowledge Retrieval Model

Knowledge retrieval models are based on the computationa reasoning technique
developed in Artificia Inteligence (Al) research. They are based on the knowledge
of human experts. In order to facilitate decison-making and problem- solving,
intelligent knowledge-based information retrieval modds are being designed. The
three mgjor components are :

i) Knowledge base

ii) Inference Engine

iii) User interface

Theknowledgeretrieval modd isthemogt sophisticated modd of information refrievd,

3.3.2 ModelsBased on Theoriesand Tools

Based on theories, tools and techniques a number of other models of information
retrieval systems have been developed on contemplated. These are;

i)  Linguisic Mode

i) Mathematical Model
iii)y  Psychologica Model
iv)  Economic Mode
Linguistic Modds

Inlinguistic modd of information retrieval, we can sudy the system from the point of
view of the properties of the language. The various ways of storage of information
are eventualy based on naturd language. In short, the language used has three
functions:

a) It represents the content of documents and other forms of information.
b) Theinformation problem in represented in terms of language.

c) Languageisusedin computer processing and aso in searching and retrieva of
information.



The language works on three base :
i) Semantic base which conveys meaning from one human being to another.

i) Syntactic basewhich hepsin theformation of semanticsby the use of grammar,
and

i)  Thevocabulary which supplies different meaningsto terms for the formation of
explosion, expressed in sentences, paragraphs etc.

Thelogicd dtructure of alanguage and the taxonomy of the language refers to the
relationship between vocabulary and concepts. The vocabulary generaly refersto
thelogica structure. The vocabulary control indents thesaurus content and technical
glossary control. The indexing language with control of expresson terms provides
the basic mode for information retrieval. Use of associative mathematicsin search
logic and in search expresson formulation provides yet another type of language
control in informetion retrievd.

Mathematical M oddls

Mathematical models are essentidly based on representative mathematics as well
as associative connections. In particular, cluster anadlysis and clustering techniques
are used on an experimental basisin automatic abstracting and indexing. Use of set
theory and Boolean logicisafamiliar method of mathematical modding of informetion.
Concept of smilarity measures and choice of variable and the combinationd aspect
of clustering tries to provide semantic structure for information represented.

Psychological Model

Thepsychalinguistics gpproach to information retrieva led to the gudy of theformation
of concepts in human mind, the way in which the human thinking process arranges
the ideas and present it at the time of inquiry and the types of retrieva it demands
while searching. The studies of Belkins, Brooks and Oddy on anomalous state of
knowledge provides an interesting insight in relaion to the information retrieva
process. Further, sudiesininformation retrieva and artificid intelligence havethrown
ggnificant input bringing in a harmonious coupling of psychologica theory with
information retrieva.

The Economic Modée

The economic model of information retrieval centres on the measure of cost
effectivenessand cogt efficiency of information retrieval. Thesetwo criteriaare based
on the performance of the information retrieval system in relaion to input cost as
well asthe number of successful outputs. The concept of provision of multiple access
pointsbeing used givesachancefor measurement of information transfer. The severd
models of information measurement based on Satistical and mathematical techniques
have been used for studies in bibliometrics and scientometrics, providing scope for
correlation for economic benefits. However due to various intangible dements in
information retrieva, which cannot be identified, the economic mode does not yet
provide a haligtic gpproach to information retrieval.

User Modd in Information Retrieval

In IRS, the user modd is used to provide assistance to the user in the query
formulation process. The god isto express the information requirementsin the best
possibleway. Clearly the best way isthe one that provides the system with enough
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input information to retrieve dl relevant documents. Frequently users have a hard
time specifying explicitly what exactly they arelooking for. It isthe task of the user
model component of the IR system to automaticaly help and complement theuser’s
interests based on their previous search behaviour.

User

Get\lﬁser’ S

preference
(query)

Process > User Anayse

System output \ model user input

Construct
forma query

Information
System

Fig. 3: User Model in Information Retrieval System

Figure 3 illugtrate the central position that a user mode can assume in information
retrievad sysem. An IR system enhanced with user modding techniqueswill normaly
dart by getting the user’ s preferences. For example, there can be astatement of the
user’ sinterests as a self-description, or it may be a SQL based query. Thisinput is
subsequently analysed, using the user model, and the user model is updated
accordingly. Then the forma query is constructed and processed, based on the
user’ s preferences. Afterwardsin closeinteraction with the user mode, the output is
prepared for presentation to the user and the user mode is refreshed. Findly, the
user can evauate the query and restart the whole cycle again if needed.

34 IRSDES GNAND OPERATION

The overriding principle underlying any IR system isthat it be governed by the laws
of the host organization it serves. Some of the important factorsto be considered in
thedesgn of IRSare:

1) Specify the user class to be served. Distinguish between direct users and
beneficiaries. If there is more than one user or beneficiary classfor thesame IR
systems, assgn and announce clear cut priorities on the bass of matching the
characterigtics of the system with those of the user class.

ii) Specify the uses and problem-class for which the system is intended, and fix
priorities among them, athough designing an IR system with adefined problem
isadifficult task.



vi)

Specify therange of informeation itemswhich should be acquired, organized and
stored in the system’ s database.

Cross-vaidating and checking inputs to the database.

The system should be cost effectiveto test, restructure, and to edit the database
for sgnificance, relevance, vdidity, and redundancy (may be periodicdly or
when flaw occurs).

The hardware software and other components. It is essentia to analyse the
hardware and software requirement of the system.

Design

The
The

desgn of an IR syseminvolves problems of andyssand problemsof synthesis.
objective of andysng an IR sysemisto arrange a st of feasble IR systemsin

apatid ordering. The IR system should be effective and efficient in its functioning.
An IR system, to be viable, should conform with the basic principles governing the
processing of informeation in the hogt inditution.
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3.5 SEARCH STRATEGY

Basic Search Techniques

Inabibliographica information retrieva environment, searches can be divided into
two main classesknown item search and unknown item search. A known item
search iswhat is conducted when the user knows something about the item being
sought. This may be any key, such as author, title, publisher, ISBN, and so on. An
unknown item search is conducted when users are not aware of the existence of any
document that may solvetheir problems. In other words, users do not know whether
or not such an item exigts that can meet their information requirements. There are
different types of searches which are helpful to understand the entire process of
search drategies.

Keyword and Phrase Search

A search can be conducted by entering asingle search term or aphrase comprising
more than one term. The keyword search is the amplest form of search facility
offered by a search system. In keyword search mode, the system searches the
inverted file (theindex ) for each keyword/term forming the search expresson. The
search terms can be entered through the keyboard or can be selected from an index
or vocabulary control tool, such as subject headings lists or thesauri. Search
expressions containing more than one keyword may require the use of Boolean or
proximity operators.

Inaphrase search, the sysem searchesfor the entire phraserather than eech individua
key word forming the phrase. Phrase searches can be conducted only inthosefidds
that are phrase indexed. If the index file comprises only single terms, then phrase
search cannot be conducted, unless proximity operatorsare used whereby the system
will searche for each congtituent keyword in the search expression separately, and
retrieve only those recordswherethe keywords occur consecutively. A search phrase
can smply be entered through the keyboard, or sdected from an index file or
vocabulary contral toals like subject headings lists and thesauri.

Different search systems provide different facilities for conducting key word and
phrase searches. For example, in a Dialog search one can smply enter akey word
or a phrase preceded by the search command. The user can redtrict the search to
one or morefidds.

Many bibliographical information retrieval systems provide two types of search
fadilitiesfor conducting an unknown item search; keyword search and subject search.

A keywords search dlows usersto enter one or more key words pertaining to their
query. These keywords can be chosen by the user in any combination depending
upon the requirements, and there are severd search operators that can be used to
combine severd keywordsto formulate a search expression. The search keywords
can gppear anywhere, or in one or more chosen fields, in the database records. A
subject search dlowsthe user to submit a subject expression that reflectshisor her
information requirement. Such asearch isconducted on the subject field thet contains
the subject headings assigned by the indexes when the database was created. Thus,
arecord will be retrieved only when the user’s subject search expression exactly
matches the subject heading assigned by theindexes. For stlandardizing the process,
and dso helping the user identify the appropriate subject headings, IRS usescertain
toals, called vocabulary control tools.



Boolean Search

Thisis a search technique that combines search terms according to Boolean logic.
Three types of Boolean search are possible. AND search, OR search and NOT
search.

The AND search dlows the user to combine two or more search terms using the
Boolean AND operator. The search will then retrieve dl those itemsthat contain al
the congtituent terms. For example, the search expresson “Internet AND computer”
will retrieve dl those records where both the terms occur . The search is restricted
by adding more search terms. Themore searchterm are AND ed, themorerestricted,
or specific will be the search and as a result the smaler will be the search outpt.
Sometimes, a search may produce ablank result if too many search term are AND
ed.

Truncation

Truncation is a facility that enables a search to be conducted for dl the different
formsof aword having the same common root . As an example, the truncated word
COMPUT* will retrieve items like COMPUTER, COMPUTING
COMPUTATION, COMPUTE, etc. A number of different options are available
for truncation viz. right truncation(asin COMPUT* example ), left truncation, and
making of |ettersin the middle of the word. Left- Turn truncation retrieves al words
having the same charactersat theright - hand part eg.*HY L will retrievewordslike
METHYL, ETHYL etc. Smilarly middle truncation retrieves dl words having the
same characters at the left- and right hand parts. For example, a middle truncated
search term COL * will retrieve both the terms COLOUR AND COLOR.

Proximity Search

This search facility dlows the user to specify :

1) Whether two search terms should occur adjacent to each other,
2) Whether one or more words occur in between the search terms,

3) Whether the search term should occur in the same paragraph irrespective of the
intervening words, and so on.

The operatorsused for proximity searching and their meanings differ from one search
system to another. The various types of proximity search facilities and the
corresponding operators are available in CD-ROM and online database.

Field-specific Search

A search can be conducted on dl the fields in a database or it may be restricted to
one or more chosen fields to produce more specific results. Specific fields and
codes vary according to the search systems and database.

Limiting Search

Sometimesthe user may want to limit agiven seerch by using certain criteriasuch as
language, year of publication, type of information sourceand soon. Thesearecaled
limiting searches. Parameters that can be used to limit a search are decided by the
database concerned. Below are two examples of limiting searchesin Diadog.
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Limit Qualifier | Example

English - Language document only | /ENG SELECT
URBAN (s)CR IME?Z/ENG

Patents only [PAT STRANSISTOR?/PAT

Range Sear ch

Therange searchisvery useful with numerica information. It isimportant in sdlecting
records within certain data ranges. The following options are usudly available for
range searching, though the exact number of operators, their meaning, etc. differ
from one search system to another:

e Greater than (>)

o Lessthan (<)

e Not equa to (1=or <>)

e Greater than or equal to (>=)

e Lessthan or equd to (<=)
Search Tools:

Library and information professonas have since been using four types of tools for
organizing informetion. They are:

1) Classification Schemes

The classification schemes such as, Dewey Decima Classfication (DDC) Universd
Decima Classfication (UDC) Library of Congress Classfication (LC), Colon
Classfication and so on, are used for classfying documents, organization files and
aso for the physica organization of documentsin libraries.

2) Catalogue Codes

The catalogue codes, such as Anglo-American Cataloguing Rules, Classified
Catalogue Code, etc., are used to prepare catal ogue records of documents, which
provideinformation to auser about what agiven library/information center possesses.

3) Standard Bibliographic Record Formats

Standard record formats such as1 SBD and MARC (M achine Readable Cata oguing)
formats are used to prepare machine readable records of bibliographic and other
types of documents.

4) Vocabulary Control Devices

Vocabulary control devices such as thesauri and subject headings lists are used to
gandardize the terminology, which can be used both at the time of indexing and
searching records.

All thesetools can be used for organizing information in varioustypes of information
sysemsincluding digitd library sysems. However, theseare only basic search tools
which may be used and there are many more search techniques avail able for specific
information retrieva systems.



3.6 EVALUATION OF IRS

Any information system exigts to provide the seeker of information the document
which bears the information or answers his query: The evaudion is a diagnogtic
activity to understand the performance of asystem. It revealsthe Strength asaso the
weskness of an information system. It informs about the socia benefits that accrue
from the system. It a0 tells us about the economic aspects of the system, such as
cost various aspects etc. On the basis of acareful evauation one can thus waysfor
improving the system, if required. Evauation is rightly cdled an invesment for the
future.

Evaluation M ethodology

The evdudion programme of an information system involves a number of digtinct
steps. Let us understand these steps:

1) Thefirst step isto be clear about the scope of evauation. That is to say the
purpose of evauation should be very clearly defined. The scope should be
defined precisdy before the designing and execution of an eva uation programme.

2) Thesecond gepisthedesigning of theevauation programme. Thedesign should
be such so that it suits the objectives and purpose defined earlier. The success
of the evauation programme depends upon the choice of gppropriate design.

3) After deciding about the scope and design of the evauation programme, the
next step isthe execution proper. The execution includesthe collection of data,
its organization, andyss and, lagtly, the drawing of conclusions.

4) Thefourth sep isto analyse the concluson and the interpretation of the results,

5) Thefifth and thefind stepisto modify theinformeation system on the basis of the
result of evauation as reveded in seps 3 and 4.

Irrespective of the methodol ogy followed, the purpose of evauation of any information
system isto find out how well the input performs and what measures need be taken
for its improvement. Sometimes, the evaluation of a particular IRS may provide a
cluefor the desgn and development of other systems.

Criteriafor Evaluation

The criteriaon the basis of which an IRS can be evauated are:

1) Recdl and precison and related factors affecting retrieva efficiency
2) Cost

3) Regponsetime

Recall and Precision

The effectiveness of information retrieva can be measured by the ability of that
system to retrieve the rdlevant documents and hold back the irrdlevant onesin a
given callection in reation to a particular query. The ahility to inform about the
retrieval of relevant documents and withhold theirrelevant onesare called recall and
precision powers of the system respectively. Though theoretically 100% recdl and
precisonisdedred in practice it is not possible, as these two factors are inversaly
proportiond to each other. The systeminwhich thesetwo factorsare at the optimum
level will be regarded as the best one and would be preferred for application.
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In response to a query, al the rlevant document may not be retrieved in a search,
only apart of them may be retrieved. Smilarly al the documents retrieved may not
be rdevant, though anumber of non-relevant documentsaso remain asnot retrieved.
This can beillugrated in the following formats

Document Retrieved Non retrieved Total
Relevant a b atb
Non- relevant c d c+d
Total atc b+d atb+c+d

Recdl istheretrieva of relevant documents by the system. Recall ratio can defined
astheratio of the number of rdevant items retrieved to the tota number of relevant
documents in the system. This can be mathematically represented as:

Number of rlevant items retrieved

Totd number of rdevant items

x 100

a
o. —. x 100
b

a+

Suppose there are in dl 100 relevant document in a file and the index is able to
retrieve only 75 of them and misses 25, then therecdl ratio is75/75+25x100=75%

Precison Ratio

Precision isthe capacity of the system to withhold non-relevant document. Precision
ratio may be defined as the ratio of the relevant retrieved documents to the tota
number of documents retrieved from the file. Mathematically it may be represented
as.

Number of rdevant items retrieved
Tota number of rdevant items

x 100

or. i. x 100

a+b

Suppose the total number of documents retrieved are 150, out of these 75 are
relevant, then the precison ratio is

75><1CDG, 5%

Many atimeit is difficult to know the actud number of rdevant documentsin the
dore. Neverthdess, findings of recal and precison are hdpful in assuring the qudity
of .LR.S.

Besdes recdll ratio and precison ratio, the other relevant measures which provide
the retrievd efficiency of asysem are:

1) Noiseratio.
2) Fdlout retio.
3) Novdty ratio.



Noise Ratio

It is complementary to the precision ratio. It shows the numbers of non- relevant
documentsout of thetotal documentsretrieved. Mathematicdly it can berepresented
as.

Total No. of non-relevant document retrieved

Tota No. of document retrieved

x 100

Thelesser the noise ratio the more efficient aretrieval system will be.
Fall out Ratio

It shows how many non-relevant document, out of the total number of document in
the store have been retrieved by the retrieval sysem. Mathematicdly it may be put
as.

Total No. of non-relevant document retrieved

- x 100
Totd No. of document in store

Novelty Ratio

It isthe proportion of nascent or new information items, which the sysemisableto
bring to the attention of information seekersfor thefirg time. Out of the total number
of rdlevant document, asmal percentage may be of such documents which contain
nascent information. If out of the 100 relevant documentsthere as 15 such documents
the Novelty Raito will be 15% i.e.

Novelty Ratio=—2 x100=15%
10

An efficient retrievd sysem will bring to the attention of the user more of such
documents which provide nove or new or nascent information.

I ndexing Exhaustivity

Theexhaudtivity of asystem refersto the accuracy and depth with which thevarious
concepts contained in the system are covered. Exhaudtivity isthe property of index
description. Theindexing exhaudtivity is connected with recal power of the system.
A syslem having high indexing efficiency possess high recal power.

Cost

Cog is an important factor of IR system evauation. Cost may relate to initial
expenditure required to devel op a system and aso other direct charges, concerned
with manpower, materia, toolsand other initid cogts. The costisacompositefactor
which dsoincludesthe effort involved on the part of theindexer and thetimeinvolved
in the preparation of index and aso the search time and search efforts on part of
user. Initid cost can easly be measured but the cost of effort would be matter of
experience and redization. If a particular system is less coglly than the system it
better than the other. The case of the use of the system by the user can berelated to

this aspect.
Response Time

Response timeis another important factor for measuring the efficacy of the system.
Response time should be measured while the users are interacting with the system.

Information Retrieval Systems
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If a system requires less time to retrieve information it would be economic and
would be better than the other taking alonger timeto retrieve the same informetion.

Self Check Exercise

1) Discussthe variousinformation retrieval techniques.

2) Name the information retrieva models based on tools and techniques.
3) Explain search drategy in brief.

4) Discussthe criteriafor evauation of IRS,

Note: i) Writeyour answersin the space given below

ii) Check your answer with the answers given at the end of this unit.

3.7 SUMMARY

The development of effective retrieval techniques has been the core of IR research
for morethan 30 years. A number of measures of effectiveness have been proposed.

Effectiveinterfacesfor text based information sysemsare ahigh priority for users of
these systems. With the increase in the use of the internet, there has been a
corresponding increasein the demand for information retrieva system that canwork

in wide area network environments. Search engines like INFOSEEK, LY COS,

etc., index web pages and provide access to them. Developing databases and

providing search and retrieva access in an integrated manner have been the most

important aspect of developing IRS. The technique for indexing and query
optimisation have been the mgor issues.

3.8 ANSWERSTO SELF CHECK EXERCISES

1) Theinformation retrieva techniquescan beidentified into exact match and partia
method:

Retrievd Technique

/\
Exact

Partial
Match Match
[ ndividual Netwaork
Structure Feature . .
Cluster Browsing Spreading
Based Based Activation
Logic Graph  Formal Ad hoc
Probabilistic V ector Fuzzy set

Space



The exact match techniques are currently in use in mogt of the conventiond IR
systems. Partid match retrieva technique is opposite to exact match technique.
While in the festure based techniques the information is represented by a set of
features or index terms, in the structure based technique the documents are
represented in the amore complicated structure than just a set of index terms.

2) Theinformation retrieval modds are:
i) Linguisic Mode
i) Mathematicad Model
lii) Psychologica Modél
Iv) Economic Mode
3) Thereareb types of search strategies depending upon the kind of queries:
I) Boolean search
i) Matching Function
iil) Serial Search
Iv) Cluster Based Retrievad
V) Interactive search formulation

Boolean search is a technique that combines search terms according to Boolean
logic (operators). Three types of Boolean search are possible : AND search; OR
search and NOT search. Thesearchisbasically through key words or phrases. The
key word searchisthe smplest form of search facility offered by asearch system. In
key word search mode, the system searches the inverted file (index) for each key
word forming a search expression. Search expressons may make use of ether
Boolean or proximity operators.

eg. 'WATER AND ‘POLLUTION’
‘POLLUTION’ AND (WATER OR SEA OR RIVER)
‘POLLUTION’ AND (WATER OR SEA OR RIVER)
AND NOT SEWAGE
One can dso go for proximity search and field specific search.
4) The criteriaon the basis of which an IRS can be evduated are :
1) Recdl and precison
i) Fdlout
jii) Cost novelty

iv) Responsetime

Information Retrieval Systems
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3.9 KEYWORDS

Boolean Search . Deveoped by George Boole, It is a search
strategy for formulating search query
expressed in terms of index terms (or key
words), combined by the use of logical
operators AND, OR, and NOT.

Feedback : Themechanism by which asystem can modify/
improve its performance of atask by taking
account of past performance.

Information Retrieval Systems : The system to Sore items of information that
need to be processed, searched, retrieved
and disseminated to various user population.
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